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This paper describes a new technique of language modeling for a highly inflectional Dravidian language, Tamil. It aims to alleviate the main problems encountered in processing of Tamil language, like enormous vocabulary growth caused by the large number of different forms derived from one word. The size of the vocabulary was reduced by, decomposing the words into stems and endings and storing these sub word units (morphemes) in the vocabulary separately. A enhanced morpheme-based language model was designed for the inflectional language Tamil. The enhanced morpheme-based language model was trained on the decomposed corpus. The perplexity and Word Error Rate (WER) were obtained to check the efficiency of the model for Tamil speech recognition system. The results were compared with word-based bigram and trigram language models, distance based language model, dependency based language model and class based language model.  From the results it was analyzed that the enhanced morpheme-based trigram model with Katz back-off smoothing effect improved the performance of the Tamil speech recognition system when compared to the word-based language models.

Key Words: Language model, morphemes, perplexity, word error rate and speech recognition
________________________________________________________________________

1. INTRODUCTION 

Automatic speech recognition has been the goal of researchers for many years and it has a long history of being a difficult challenge. Early research in speech recognition attained acceptable performances only by imposing constraints in the task domain such as speaker. 
The   perplexity values evaluated for the test data were high for the politics corpus than the news corpus. This was due to the small vocabulary size and high OOV words in the politics corpus, when compared to the news corpus. The number of unigrams, bigrams and trigrams were high for both the corpora. The performance of the speech recognition system was further enhanced by the use of distance based language model, dependency- based language model, class-based language model and enhanced morpheme-based language model as discussed in the next section. In any natural language a word is not only related to its immediate neighbors but also on distant words. Therefore a model that deals with the concept of distance is used. For n-gram model, the history h is made of n-1 preceding words. It assumes that the word to predict depends on its history as a single block. 
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Table II. Trigram perplexity results for different values of (1 and (2

	(1
	(2
	Trigram perplexity

	
	
	News Corpus
	Politics Corpus

	0.1
	0.9
	251.11
	302.34

	02
	0.8
	240.33
	299.1

	0.3
	0.7
	221.26
	291.03

	0.4
	0.6
	209.3
	286.7

	0.5
	0.5
	197.2
	282.3

	0.6
	0.4
	180.1
	270.1

	0.7
	0.3
	150.23
	261.31

	0.8
	0.2
	126.98
	226.04

	0.9
	0.1
	140.1
	240.1


Table III. Results of Bigram and Trigram Models

	Corpus
	OOV
	Bigram
	Trigram

	
	
	Perplexity
	WER
	Perplexity
	WER

	News
	4.5
	147.02
	14.1
	126.98
	13.8

	Politics
	9.2
	234.73
	28.6
	226.04
	25.04


It was found that for values of (1 =0.8 and (2 = 0.2 improved perplexity and word error rate (WER) results were obtained for both bigram and trigram as shown in table III. The WER values was evaluated as
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where   Subs – No.of wrong words substituted in the recognized text.

             Dels  –  No. of correct words deleted in the recognized text

             Ins  –    No. of new words inserted in the recognized text

The   perplexity values evaluated for the test data were high for the politics corpus than the news corpus. This was due to the small vocabulary size and high OOV words in the politics corpus, when compared to the news corpus. The number of unigrams, bigrams and trigrams were high for both the corpora. The performance of the speech recognition system was further enhanced by the use of distance based language model, dependency- based language model, class-based language model and enhanced morpheme-based language model as discussed in the next section.

4. Distance-based language model

In any natural language a word is not only related to its immediate neighbors but also on distant words. Therefore a model that deals with the concept of distance is used. For n-gram model, the history h is made of n-1 preceding words. It assumes that the word to predict depends on its history as a single block. Language modeling is thus reduced to a single relation between two components: the word to predict and its entire history. For example if we consider the following sentence, “The book I bought is brown”, “book” is 
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Fig. 4. Comparison of WER values obtained for news and politics corpora for different language models

when compared to the other language models. The comparison of the perplexity and WER values in the different language models is shown in figures 3 and 4. 

There is a significant reduction in perplexity and WER for the news corpus when compared with the politics corpus. The main reason for this was due to the corpora used in the training set. The news corpus has more data for training the language model than the politics corpus. The size of the news text corpus used for training purpose was 40% higher than the size of the politics text corpus used for training. The OOV rate of news corpus is lower than the political corpus. The perplexity values are also less for the news corpus when compared to the politics corpus. 

Bigram and trigram form the base for statistical language models. Trigram-based language model gave improved perplexity and WER values over the bigram model. Improvements were done on the n-grams to consider the words that were even n-1 position away from them. This led to the design of distance based language models, whose performance showed only a slight improvement when compared to n-grams because of the free word order characteristics of Tamil language. A sentence in Tamil can be represented by different ways, changing their word order. Hence this led to the design of linguistic based language models for Tamil speech recognition system. The dependency based language model showed improved results than the n-gram approaches. This is due to the following limitations that exist in the dependency model. The performance of dependency model is limited to projective dependency grammar although certain constructions in Tamil are non-projective in nature. The dependency relations are limited to relations between heads and their dependents, whereas a more distance relation has to be taken into account for improving the performance of the model. The class based model showed greater improvement than the bigram- and trigram-based language model. For limited domain speech recognition class-based models gave good results. But for larger domain the class-based model generated too many n-grams that do not take into account the relations inherent in the vocabulary.  The branching factor is more at these points in predicting the word sequences that led to inaccurate word predictions.

The variation in perplexity with respect to WER is shown in figure 5. It is found that there is a drastic change in the perplexity values obtained for different language models, with the highest value for the bigram language model and the lowest for the enhanced morpheme  based  trigram  language  model.  However, the  change  that  occurs  in WER 
recognition performance for the two Tamil corpora. The results have shown that the proposed enhanced morpheme-based language model is much better than the word-based language models. The future scope of this work is to test this technique on large test sets from various domains to prove their robustness.  
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